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Large Language Models (LLMs) have revolutionized text generation and 

understanding, becoming cornerstones in fields like healthcare and law. 

However, they often produce 'hallucinations'—outputs that are factually 

incorrect or fabricated. These hallucinations pose a significant challenge 

to the reliability and ethical application of AI systems. This research 

introduces a proactive methodology to reduce hallucinations by enriching 

LLM prompts with domain-specific semantic information, guiding models 

toward more accurate outputs.

INTRODUCTION

BACKGROUND

PLANNED EMPIRICAL EVALUATION

- Data Collection: Diverse biomedical datasets will be collected to test 

the approach.

- Experimental Design: Compare LLM outputs using original versus 

enriched prompts to measure the impact of semantic enrichment.

- Expert Review and Statistical Analysis: Evaluate accuracy using domain 

experts and metrics like precision, recall, and F1-score.
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LLM hallucinations are problematic as they undermine the reliability of AI 

systems, especially in sensitive areas like healthcare, law, and education. 

Existing methods like Retrieval-Augmented Generation (RAG) and fine-

tuning address inaccuracies only after they occur. A more proactive 

approach is needed to ensure factually accurate outputs from the outset.
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Mitigating Hallucinations in Large Language Models via Semantic 

Enrichment of Prompts: Insights from BioBERT and Ontological 

Integration

IMPLEMENTATION STEPS

- Setup and Pre-processing: Configure BioBERT and ChEBI API, and set up 

the LLM environment for prompt enrichment.

- Entity Recognition and Ontology Retrieval: Use BioBERT to identify key 

entities in the input text and retrieve related ontological data from 

ChEBI.

- Prompt Enrichment and Response Generation: Enrich prompts with 

semantic information from BioBERT and ChEBI, then use LLM APIs to 

generate responses.

PROPOSED METHODOLOGY

- BioBERT for Entity Recognition: BioBERT is used to identify and categorize    

biomedical entities within prompts, ensuring relevance and accuracy of 

LLM responses.

- ChEBI Ontologies for Semantic Enrichment: The ChEBI database provides 

chemical ontology data to enrich prompts with deep semantic 

information, improving the factual accuracy of the LLM output.

- LLM API Integration: Enriched prompts are integrated with LLM APIs (e.g., 

OpenAI's GPT models) to generate more accurate and contextually 

relevant outputs.

INTEGRATION FLOW EXAMPLE

An example of applying the methodology to understand the interaction 

between Aspirin and blood pressure:

DISCUSSION AND BROADER IMPLICATIONS

The proposed methodology improves LLM reliability by reducing 

hallucinations, making AI outputs more trustworthy in information-sensitive 

applications. Future research will explore additional domain-specific 

ontologies and refine the approach for broader adaptability across various 

fields.

CONCLUSION

This research introduces a proactive method to mitigate hallucinations in 

Large Language Models (LLMs) by enriching prompts with domain-specific 

semantic information. By combining BioBERT for precise entity recognition 

and ChEBI for ontology-based semantic enrichment, the approach 

ensures that LLMs generate outputs that are both accurate and 

contextually relevant.

The integration of enriched prompts with LLM APIs, such as OpenAI's GPT 

models, significantly enhances the reliability of AI-generated responses, 

particularly in fields like healthcare and law, where factual accuracy is 

crucial. This methodology provides a scalable framework for improving LLM 

performance and minimizing the risks of misinformation in sensitive 

applications.

Future work will focus on empirically validating the effectiveness of this 

approach across diverse domains and refining the integration of additional 

domain-specific ontologies to further improve the factual integrity of AI 

outputs.


