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Think of the last time... 
… you had to search for information in a forum…

Did you find it immediately?

Did you have to read a lot of useless content?
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Purpose of CQA
Finding useful responses to questions from user-generated content.
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User-Generated  Content
Lots of Information - some of it is useful

Lots of noise

Grammar, speech, expression...

Need to extract meaningful info from it
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Example for CQA
On next slides (in Bulgarian - translation follows)...

(From BG-Mamma - largest online forum in Bulgaria)
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Question subject

Question text

Question user
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Comment user

Comment text
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Position of the comment in the thread



Example for CQA
And now, translated to English…

Prepared for processing...

And annotated...
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CQA - Task Formulation
Given a question and comments from a forum thread, 
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CQA - Task Formulation
Given a question and comments from a forum thread, 

order the comments with respect to their relevance with the question.

19



20



Why CQA
This year, the team of FMI of Sofia University participated in the SemEval 
competition - task for CQA in English. 

Our system achieved the best results on the main subtask.

(Data in English from Qatar Living - a large forum in Qatar)
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Goals of the Current Research
1. Existing pipeline for CQA for English - performs very well

2. Data from the largest forum in Bulgaria - BG Mamma

3. No research for CQA in Bulgarian so far
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Goals of the Current Research
1. Existing pipeline for CQA for English - performs very well

2. Data from the largest forum in Bulgaria - BG Mamma

3. No research for CQA in Bulgarian so far

Would applying machine translation work well for CQA for Bulgarian?
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How it works

Data in BG

Data in EN

Feature Extraction
And Selection

Build Model

Evaluate

MS Translate
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How do we know it works? (Evaluation)
Mean Average Precision (MAP)

How many good answers are put on the top positions? 

The Good comments should be ordered ‘over’ the Bad comments.
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Classifier
Classification instances: features extracted for question-answer pair.

SVM classifier with RBF kernel.

Use probability for Good class as ranking score.
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Baseline
Use 1/comment position as ranking score

MAP for baseline is ~70% on our test set

Goal: Improve this baseline with significant amount

28



Features
Metadata

Lexical

Semantic
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Metadata Features
● Whether the comment is written by the author of the question
● Comment rank in the thread
● Ratio of the comment length to the question length (number of tokens)
● Number and order of comments from the same user in a particular 

thread
● Presence and the number of URLs in the question and in the comment
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Lexical Features
● Question marks and question words in question and comment
● Smileys, “thank you”, numbers
● Persons, Locations, Organizations, Addresses
● Level of readability and complexity of the text (Aluisio et al., 2010)
● POS count in question and comment
● Average number of words per sentence, type-to-token ratios
● Number of misspelled words and offensive words from a dictionary

31



Semantic Features
● Topic Modeling is used for training of 100 topics from questions and 

comments from the Qatar Living training data
● Word Embeddings trained with Word2Vec(Mikolov et al., 2013) on the 

Qatar Living forum data
● Cosine distances between the text of the question and of the comment 

(distance between the sum of the embeddings of all words in the 
question and in the comment text)
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Data
Data from BG-Mamma

Topics containing “въпрос”

First 5 answers from the thread (answers with position from 1 to 5)

Annotated the answers as “Good” or “Bad” in respect to the question.

Additional training set from Qatar Living forum (from SemEval 2016).
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Data Stats

Question-Answer pairs Questions Good Comments Bad Comments

Training set: 250 50 84 166

Test set: 150 30 49 101

QL train set (SemEval 
Train 1) - first 5 comments 7055 1411 3021 4034
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How do we overcome the shortage of training data?
Domain Adaptation (Daume III, 2007)
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Domain Adaptation
Small annotated training set from one domain we need to classify

“target domain”

And large annotated set from another domain 

“source domain”
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Domain Adaptation
Combine the data so that we can use a larger annotated corpus for training.
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Target Domain Source Domain

+ = Combined Training Set



Domain Adaptation
Extract features from source and target data
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Feature 
Extraction

Xt

Xs

* Xt and Xs - feature vectors for target and source domain (the same features)



Domain Adaptation
Extend feature space

Training Data: 

- From Target Domain: X = {Xt, 0, Xt}
- From Source Domain: X = {Xs, Xs, 0}

Test Data: 

- Only from Target Domain: X = {Xt, 0, Xt}
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Domain Adaptation
Would that work? 
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Domain Adaptation
Would that work? 

Yes, according to research. And to our experiments.
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Experiments - Different training sets on all features
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Experiments - only specific feature groups

45* Trained on the data from BG-Mamma



Experiments - all features without some feat. groups

46* Trained on the data from BG-Mamma



Experiments - Results
Works best trained on data from BG-Mamma and domain adaptation

Best features:

● Word embeddings
● Metadata about the thread structure

Least significant features: 

● Question words
● URLs - presence and count
● Parts of speech
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Conclusion
We presented our research for CQA for Bulgarian

1. The method of using machine translation from Bulgarian to English and 
using existing pipeline for English works well

2. Results are comparable to the ones tested in English
3. Achieved significant improvement over the baseline

49



Conclusion
We presented our research for CQA for Bulgarian

1. The method of using machine translation from Bulgarian to English and 
using existing pipeline for English works well

2. Results are comparable to the ones tested in English
3. Achieved significant improvement over the baseline

This approach can be used for further research in the field
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Future Work
Add more features: user features, PMI, credibility

Annotate more data for BG

Publish the corpus for Bulgarian

Integrate into real-life application?

51



Thank you!
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